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Introduction

State of the Art of Private Cycle Counting

Model Lower Bound Upper Bound
Non-interactive Ω(n2) O

(
n2

)
Interactive Ω(n1.5) O

(
n2

)
Table 1: State of the art ℓ2-error for triangle counting [Imola et al., USENIX 2022] and
[Eden et al., ICALP 2023]

ℓ2-error of our algorithm for triangles: O (n)

Model Lower Bound Upper Bound
Non-interactive Ω(nk−1) O

(
nk−1

)
Interactive Ω(nk−1.5) O

(
nk−1

)
Table 2: Bounds on the ℓ2-error for graphlets of size k [Suppakitpaisarn et al., AISTATS
2025]

ℓ2-error of our algorithm for odd k-cycles: O
(
n

k−1
2

)
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Introduction

Local Differential Privacy1 for Graph Statistics

−→

Definition (ε-edge local differentially privacy [Qin et al., SIGSAC 2017])

Let ε > 0. A randomized algorithm R is ε-edge local differentially private on the
node νi if, for all adjacency vectors differing by 1 bit a ∼ a′, and for all S

P[R(a) ∈ S] ≤ eε · P[R(a′) ∈ S].

This definition is robust to post-processing

The composition of 2 private mechanisms
yields a private mechanism

1Kasiviswanathan et al., “What can we learn privately?”, 2011, SIAM Journal on Computing
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Introduction

Building Block 1: Laplace Mechanism

With the Laplace Mechanism [Dwork et al., TCC 2006] one can privately
publish numbers.

Global Sensitivity of function f

∆f = max
a∼a′

|f(a)− f(a′)|

Publishing f(x) + Lap(∆f/ε) provides ε edge local differential privacy
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Introduction

Building Block 2: Randomized Response

With Randomized Response [Warner, Journal of the American Statistical
Association 1965] one can privately publish vectors of bits and thus adjacency
lists.

1  1  0  1  1  1  1  1  0  0  0  0  0  1  1  0  0  0  0  1

1  1  0  1  0  1  1  1  0  1  1  0  0  1  1  0  1  0  0  1

P[RR(b) = 1] =

{
eε

1+eε if b = 1
1

1+eε if b = 0.
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Graph Reordering

Degeneracy

Definition (Degeneracy [Lick and White, Canadian Journal of Mathematics 1970])

The degeneracy of a graph G is the small number δ(G) such that any subgraph of
G, contains at least one node with induced degree at most δ(G) in this subgraph.

Real-world graph tend to present an
exponential degree distribution and are thus
not degree-bounded [Barabási and Albert,
Science 1999].

On the other hand the degeneracy stays
small in most graph irrespective of its size
[Shin et al., ICDM 2016].

Moreover, preferential attachment naturally
creates degeneracy-bounded graphs
[Barabási and Albert, Science 1999].

Hillebrand, Suppakitpaisarn, Shibuya Private Cycle Counting STACS 2025 6 / 16



Graph Reordering

Bounds on Subgraphs Counts

S∗
2 is the number of forks such that one

of the node on the extremity has a
higher degree than the central node.

C∗
2k is the number of cycles of length 2k

such that at least 3 consecutive nodes
have a monotonous degree.

S∗
2 = O

(
δ2n

)
2

Corollary 18 of this work

C∗
2k = O

(
δk+1nk−1

)
2Chiba and Nishizeki, “Arboricity and Subgraph Listing Algorithms”, 1985, SIAM journal of

computing
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Private Reordering

Preprocessing: Private Vertex Ordering
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Publish user’s degree with
Laplace Mechanism
(building block 1)

Orient the edges from
lowest degree to highest
degree
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Private Reordering

Error on the Laplace Publication

d1 d2d̃1 d̃2

τ1 τ2

d1 d2d̃1d̃2

τ1
τ2

The value of the minimum or maximum of 2 degrees is only changed if the
sum of the 2 noises is larger than the gap between the 2 degrees

The error on the minimum or maximum is never larger than the sum of the
noises
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Triangle Counting

Optimized Algorithm

The algorithm adapts the 2-step mechanism described in Imola et al., USENIX
2021.

Each user publishes its degree with the
Laplace mechanism (building block 1)

Those noisy degrees are used to privately
reorder the graph

Each user publishes its neighbors using
Randomized Response (building block 2)

The central server aggregates the graph and
sends it back to all the users

Using the graph sent by the central server, each
user locally computes the number of
oriented triangles it is involved in and
publishes it with the Laplace mechanism

The central server outputs the sum of all of
those publications

νi

νj νk
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Triangle Counting

Accuracy of Private Triangle Counting

Error of state of the art triangle
counting algorithms depend on the
number of C4.

Error of the proposed triangle counting
algorithms depend on the number of C∗

4 .

This gives a L2-error of our algorithm bounded by O(δ1.5n0.5 + δ0.5d0.5maxn
0.5).
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Conclusion

Conclusion

We introduce a light weight and efficient preprocessing step to privately
reorder a graph.

We show how this preprocessing can be used to design a triangle counting
algorithm for degeneracy bounded graphs.

The algorithm can be extended to the private estimation of the number of
odd-length cycles.
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Conclusion

Thank you for your attention!
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